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Abstract 

This deliverable describes the methodology, process, and results of the evaluation of the final 
xR4DRAMA prototype. 

The information in this ŘƻŎǳƳŜƴǘ ǊŜŦƭŜŎǘǎ ƻƴƭȅ ǘƘŜ ŀǳǘƘƻǊΩǎ ǾƛŜǿǎ ŀƴŘ ǘƘŜ 9ǳǊƻǇŜŀƴ /ƻƳƳǳƴƛǘȅ ƛǎ ƴƻǘ ƭƛŀōƭŜ ŦƻǊ ŀƴȅ ǳǎŜ ǘƘŀǘ 
may be made of the information contained therein. The information in this document is provided as is and no guarantee or 
warranty is given that the information is fit for any particular purpose.  The user thereof uses the information at its sole risk 
and liability. 
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Executive Summary 

This deliverable describes the evaluation results of the final xR4DRAMA prototype from the 
end usersΩ perspective based on the outcomes of two pilots (media planning PUC in Corfu and 
Berlin, March 2023, and disaster management PUC in Vicenza, 7-8 March 2023). During those 
occasions, the main stakeholders of the two developed use cases (media production planning 
and disaster management) tested the xR4DRAMA platform in the context of their scenarios, 
providing feedback focused on effectiveness, efficiency, and user satisfaction. 

Describing more in detail the contents of this document, the first section of the deliverable 
provides a short summary of the functionalities of each xR4DRAMA tool developed for the 
final prototype and tested during the pilots. 

Then, thŜ ŘŜƭƛǾŜǊŀōƭŜ ǎǘŀǊǘǎ ǘƻ ŘŜǎŎǊƛōŜ ǘƘŜ ǇƛƭƻǘǎΩ ǎǘǊǳŎǘǳǊŜΣ ǘƘŜƛǊ ŎƻƴǘŜȄǘ ŀƴŘ ƻǊƎŀƴƛȊŀǘƛƻƴΣ 
focusing on the evaluation of the final system from the perspective of the end users who 
participated in the pilots as active players. Feedback from the users was collected both during 
the pilots and after. These data had been analysed with the procedure described in the final 
part of this deliverable, which provides also the results emerged from the evaluation. 
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Abbreviations and Acronyms 

 

AT Authoring tool 

AR Augmented Reality 

is an immersive technology superimposing layers of digital content into the 
ǇƘȅǎƛŎŀƭ ǿƻǊƭŘ ǘƻ ŜƴƘŀƴŎŜ ǘƘŜ ǳǎŜǊΩǎ ǊŜŀƭ-world experience 

DSS Decision Support System 

IMUs Inertial Measurement Units 

POIs Points Of Interest 

PUC Pilot Use Case 

SA Situation Awareness  

VR Virtual Reality 

WP Work Package 

XR Extended Reality 

also known as cross-reality and hyper-reality, is an umbrella term that 
encompasses human-machine interactions generated by computer technology 
with devices or wearables to create real and virtual environments which include 
VR and AR 

6DoF Six Degrees of Freedom 
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1 INTRODUCTION 

This deliverable describes the evaluation of the xR4DRAMA final prototype. In addition, the 
deliverable provides, in the first part, an overview of the final system describing the modules 
and tools developed and tested in the field, while in the second part the concerns about the 
implementation of the two pilots, PUC1 in Vicenza and PUC2 in Corfu and Berlin. The platform, 
in fact, needed to be tested in real life conditions, which had been demonstrated through the 
two-xR4DRAMA pilots and evaluated based on the interaction with the technology. This 
allowed the consortium ǘƻ ƎŀǘƘŜǊ ǇǊŜŎƛǎŜ ŦŜŜŘōŀŎƪ ŀƴŘ ƛƴŘƛŎŀǘƛƻƴǎ ŦǊƻƳ ǘƘŜ ŜƴŘ ǳǎŜǊΩǎ 
prospective as results of the evaluation. 

 

2 XR4DRAMA FINAL SYSTEM 

2.1 Data acquisition from Web and Social Media  

The data acquisition module is a fully-fledged solution that can collect multimedia from 
multiple heterogeneous Web and social media resources. It uses several different techniques 
to extract textual and high-quality audio-visual content that is freely available on the Internet 
and provide it to the xR4DRAMA platform. 

The activities for the first prototype version involved designing the module's architecture and 
implementing various methodologies for discovering and extracting online content from the 
open Web and social media platforms such as Twitter and Youtube. Moreover, a unified data 
model, an extension of the SIMMO1 one, was utilized to represent and store the various types 
of multimedia. 

In the second development cycle, this module was upgraded so that Twitter platform can be 
searched in its entirety using the V2 API. Also, data collection was enriched with more online 
sources. Specifically, it now supports retrieval of Wikipedia articles, multimedia from Flickr, 
forum threads from Reddit, points of interest from Foursquare and archives from Deutsche 
Welle. In addition, this module now supports the integration of all types of citizen reports 
(text, audio, video, image), which are converted into the SIMMO data model before storage. 
SIMMO was modified and further extended in the second cycle to capture the information in 
all these new resource types and to retain the ability to store heterogeneous data in a unified 
format (as described in Deliverables D2.2 and D2.5). Lastly, the exposed APIs have been 
updated to allow only authorized services to connect using encrypted communications. 

 

1 https://github.com/MKLab-ITI/simmo   

 

https://github.com/MKLab-ITI/simmo
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2.2 Physiological and environmental data acquisition module  

2.2.1 The physiological data acquisition module ς Disaster Management use case 

As a result of the first pilot in Vicenza (PUC1) the wearable sensing platform composed of a 

smart vest and a data logger can ŀŎǉǳƛǊŜ ǇƘȅǎƛƻƭƻƎƛŎŀƭ ǎƛƎƴŀƭǎ ŀƴŘ ƳƻƴƛǘƻǊ ǳǎŜǊǎΩ ŀŎǘƛǾƛǘƛŜǎΦ 

The acquired data are integrated into the xR4DRAMA platform using the Citizen App, in a 

secondary mode intended for First Responders, which collects the physiological data and data 

coming from the IMUs (Inertial Measurement Units), integrated on the data logger to detect 

the movement of the user's body in real-time.   

To make the smart vest more suitable to be worn under the uniform of Civil Protection 

Volunteers, minor changes on the model design have been made. Indeed, the new model 

appears more low-cut at the level of the neck and armholes than the initial version of the vest.  

Moreover, a selection from several technical fabrics have been done and it was selected a 

{ŜƴǎƛǘƛǾŜϯ ŦŀōǊƛŎ ŀǎ ƛǘǎ ƻǇŜƴ ƘƻƴŜȅŎƻƳō ǎǘǊǳŎǘǳǊŜ ƛƴŎǊŜŀǎŜǎ ǘƘŜ ōǊŜŀǘƘŀōƛƭƛǘȅ ŀƴŘ ǘƘŜ ǘǊƛ-

ŘƛƳŜƴǎƛƻƴŀƭ ŜƭŀǎǘƛŎƛǘȅ ƳŀŘŜ ǿƛǘƘ ŀ ƘƛƎƘ ǇŜǊŎŜƴǘŀƎŜ ƻŦ [¸/w!ϯ ŜƭŀǎǘƛŎ fiber allows for perfect 

freedom of movement. Instead, no further changes have been made to the sensing part which 

includes the two textile electrodes and a textile respiratory motion sensor as the sensing 

system works properly.  

Five tailored systems (4 for male and 1 for female) were produced and provided to the team 

of Civil Protection volunteers. Furthermore, a new production of data loggers (RUSA device) 

has been made upgrading the power consumption management and optimizing signal 

filtering.  

 

  

Figure 1: The new smart vests 

 

The improved wearable sensing platform has been tested during the 2nd pilot held in Vicenza.  
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Figure 2: RR interval extrapolated from the ECG signal, signal quality analysis (data recorded during 

the pilot) 

 

 

 

 

 

 

 

 

 

 

 

Data acquired have been analysed with a commercial tool for signal analysis, that provides an 

automatic filter to remove ECG signal artefacts. On the whole signal with a duration of 3h 22m, 

on a total beat detected of 18500 only 545 beats have been corrected, the 2.94% of the whole 

signal. 

2.2.2 The environmental data acquisition module ς Disaster Management use case 

The wearable device to monitor local water pressure was designed and produced. The device 

is composed by two small pressure sensors able to detect the local hydrodynamic pressure in 

the flooded area in which the first responder operates. 

The device is a proof of concept based on the need to assess people's vulnerability with more 

accurate data. In fact, in this scenario, the flooded area with a low-depth of water and a high-

velocity of the water flow are considered very dangerous as demonstrate in a study2 that 

describes how human instability can be related to two physical mechanisms: the momentum 

(overturning) and friction (slip) instability. 

In emergency conditions, the first responders are called to explore flooded areas for which 

the velocity and depth of the water are not easily to estimate, except with a portable 

instrumentation.  

 

2 Jonkman, S.N. and E. Penning-Rowsell (2008), Human Instability in Flood Flows, Journal of the 
American Water Resources Association (JAWRA) 44(4):1-11. DOI: 10.1111/j.1752-1688.2008.00217.x 

  Sample limits (hh:mm:ss) 09:57:17-13:24:41 

  Sample Analysis Type  Single sample 

  Beat correction  Automatic correction 

  Beats total 18500 

  Beats corrected 545 

  Beats corrected (%) 2.94 

  Effective data length (s) 12444 

  Effective data length (%) 100 

Table 1: ECG signal quality results  

https://doi.org/10.1111/j.1752-1688.2008.00217.x
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Moreover, to ensure a prompt intervention in an emergency, the operator has to be facilitated 

in acquiring the required information using instrumentation that is not bulky and is easily 

usable. The velocity of water flow (v) is obtained from the hydrodynamic pressure values using 

the formula shown in Figure 3. Furthermore, the depth of water (h) is obtained by fixing the 

device at ankle level to fix the height of the device and consequently know the depth of the 

water knowing the water pull. 

 

Figure 3: Correlation between the Water-flow Force and Depth of flood water (h) and Velocity of 

flood water (v) 

 

The device is waterproof by adding sealing silicone at the level of the closure, having to leave 

the device box openable in case of small changes during the study phase. Indeed, some issues 

in data transmission via Bluetooth have been noticed when the device is in the water. To 

ensure data transmission for depths greater than 10 cm in water, a flexible antenna has been 

integrated. 

 

The wearable pressure system has been tested in the laboratory and an unexpected issue with 

the zero-pressure reading occurred: each sensor has its own offset, and this wasn't indicated 

in the data sheet. With the aim to solve this issue, several measurements in the air and in the 

water have been made with the aim to find a common calibration curve. The final equation 

was entered into the firmware to read the pressure values from the sensors. 

Anyway, a calibration phase must be carried out before the acquisition in the water: the device 

will be used by acquiring the pressure sensor values on the air for at least 1 minute. The mean 

of these values for each channel has to be subtracted with the aim to the detected pressure 

values one time the device is in the water. 

The experimental protocol was done by submerging the device in 20 cm of static water and 

the pressure values of each channel was compared with the hydrostatic theoretical pressure 

value that is calculated by using the Stevin formula (P= r*g*h, r: density of the liquid, g: 

acceleration of gravity, h=depth of water) for h=13 cm. 
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Figure 4 shows the results: the hydrostatic pressure values of channel 65 (sensor 1, yellow 
line) are almost close to the theoretical with an average percentage error of 1.53%; instead 
for channel 64 (sensor 2, red line) the average percentage error is of 4.2%. 

The wearable pressure device has been tested also in the field to evaluate its usability and 

acceptability, and the results were positive. 

In Figure 5, the acquired signals show the behaviour of velocity of water flow measured in 

proximity of first responder: sensor1 reads the values of water flow in front of the user, instead 

the sensor 2 detects velocity on the back direction. 

 
Figure 5: On the left, the First Responder wears the wearable pressure device; on the right, the 

elaborated data show the behaviour of water flow velocity 

Figure 4: Hydrostatic pressure values of sensor 1 and 2 compared with the theoretical 
hydrostatic pressure value 
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2.3 Sensor Data Analysis and stress level fusion 

The sensor-based stress level detection is based on the analysis of the data received from the 
smart vest in order to predict the stress levels of first responders in real time. Through the 
acquisition of the physiological signals of the first responders from the smart vest and the 
corresponding analysis, the stress levels of the first responders can be monitored continuously 
in real time. During the 2nd period of xR4DRAMA, the module was evaluated using results from 
the two pilots. 

Results from the 1st pilot can be seen in Figure 6. In the Figure, each subfigure depicts the 
stress over time for one subject, where the x-axis is time, and the y-axis is the stress level. 
During the 1st pilot, the stress levels across all subjects are at medium levels which is a 
reasonable result since there was no real stressor. 

 

Figure 6: Stress results over time from the 1st pilot 

 

During the 2nd phase of xR4DRAMA, a fusion module was also developed, which is responsible 
for fusing the stress levels results produced from the sensor and audio analysis respectively. 
The fusion module was developed to further improve the overall performance of stress 
detection by utilizing results from multiple modalities. This fusion module was implemented 
in the 2nd pilot, which results are presented in Figure 7. Again, from the Figure it can be seen 
that during the 2nd pilot, the stress levels of all subjects were at medium levels since once more 
there was no real stressor present during the performance of the pilot. 
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Figure 7: Stress results over time from the 2nd pilot 

 

2.4 Audio based stress level detection component  

The audio-based ǎǘǊŜǎǎ ƭŜǾŜƭ ŘŜǘŜŎǘƛƻƴ ŎƻƳǇƻƴŜƴǘ ǇǊƻŘǳŎŜǎ ŀƴ ŜǎǘƛƳŀǘƛƻƴ ƻŦ ŀ ǇŜǊǎƻƴΩǎ ƭŜǾŜƭ 
of stress based on the recorded audio of their voice. It can be applied to First Responders in 
the field (based on radio communication or other audio recordings) or to incoming phone calls 
όƻǊ ǾƻƛŎŜ ƳŜǎǎŀƎŜǎύ ŦǊƻƳ ŎƛǘƛȊŜƴǎ ǘƻ ǘƘŜ ŜƳŜǊƎŜƴŎȅ ǎŜǊǾƛŎŜΩǎ ǇƘƻƴŜ ƭƛƴŜǎΦ 

For prototype 1 an initial version of the audio-based stress detection module was integrated 
in the platform, receiving audio recordings, and passing its output to the stress fusion 
component to produce a stress level estimation combining audio and sensor base detection. 
For prototype 2 a second improved detection model was then trained and integrated with the 
fusion component. It was evaluated independently (with much improved accuracy compared 
to the initial iteration) as reported in D3.10 and used in the second round of pilots in 
conjunction with the fusion component. 

 

2.5 Visual analysis component 

During the 1st xwп5w!a!Ωǎ ǇŜǊƛƻŘ ŀƴŘ ǳƴǘƛƭ ǘƘŜ мst PUC1 pilot, CERTH has developed the initial 
visual analysis pipeline that consists of the following modules: 

Á Shot Detection (SD) detects transitions of video scenes and spits them in proper video 
shots to facilitate the next analysis steps. 

Á Scene Recognition (SR) characterises the type of the scene depicted in the analysed image 
or video shot. In total, 99 scene categories are supported to cover xR4DRAMA's needs. 

Á Emergency Classification (EmC) detects flood in the analysed image or video shot. 
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Á Photorealistic Style Transfer (PST) is used as a pre-processing step for the BOL module. 
Á Building and Object Localisation (BOL) localises buildings, objects and other elements in 
ƛƳŀƎŜǎ ŀƴŘ ǾƛŘŜƻǎ ŀƴŘ ŜƴƘŀƴŎŜ ǎȅǎǘŜƳΩǎ ǎŜƳŀƴǘƛŎ ƛƴŦƻǊƳŀǘƛƻƴΦ Lƴ ŎŀǎŜ ƻŦ ŦƭƻƻŘΣ ƛǘ ǇǊƻǾƛŘŜs 
information about the number of people and vehicles that are in danger. This module also 
functions as a pre-processing ǎǘŜǇ ŦƻǊ ǘƘŜ о5 ǊŜŎƻƴǎǘǊǳŎǘƛƻƴ όƻƴƭȅ άƻǳǘŘƻƻǊέ ǾƛŘŜƻ ǎƘƻǘǎ 
are sent to 3D reconstruction, while people and vehicles are blurred).  

 
The initial versions of the developed modules were integrated into the 1st version of the visual 
analysis service, which, in turn, was integrated into the xR4DRAMA system (communication 
with the KB and the 3D reconstruction service). Finally, the visual analysis service has been 
adapted in order to receive input from Data Collection (WP2), the citizen application and the 
authoring tool. In case there is geolocation information, corresponding points-of-interest 
(POIs) are created so that we can associate the extracted information with them. 

During the final period of the xR4DRAMA project, CERTH adapted the visual analysis service in 
order to provide information for the creation/update of POIs. The service was also connected 
with the xR4DRAMA authoring tool to anŀƭȅǎŜ ǳǎŜǊǎΩ ƛƴǇǳǘ όƛƳŀƎŜǎ ϧ ǾƛŘŜƻǎύΦ ! ƴŜǿ 
Photorealistic Style Transfer (PST) model was designed using Haar wavelet pooling layers 
trained on low-lighting images3 aiming to enhance the performance of Building and Object 
Localisation (BOL) for challenging images of poor lighting and weather conditions. Moreover, 
the algorithm for the pre-processing of video frames for the 3D reconstruction was updated, 
while the overall analysis time of the visual analysis service (Scene Recognition, Emergency 
Detection, Building and Object Localisation modules) was reduced after some code 
modifications. In addition, a new module was added for River Overtopping Detection (ROD) 
that receives input from static cameras installed at Ponte Degli Angeli (Vincenza). The 
deployed algorithm estimates the water level and generates an alert when a threshold is 
exceeded. The algorithm runs every 15 minutes. The alert values are the following: 0: Minor, 
1: Moderate, 2: Severe and 3: ExtremeΦ ²ƘŜƴ ǘƘŜ ŀƭŜǊǘ ǾŀƭǳŜǎ ŀǊŜ άнΥ Severeέ ƻǊ άоΥ ExtremeέΣ 
detection of people and vehicles in danger takes place too. 
 

2.6 Audio and textual analysis  

The audio and textual analysis component serves to extract and structure relevant information 
from audio-based (speech) and written textual content.  

For prototype 1, automatic speech recognition was integrated in English and Italian, providing 
transcripts of audio messages sent through the Citizen App. It was successfully tested during 
the disaster management pilot in Vicenza. The speech recognition was replaced with a 
significantly better model in prototype 2, while maintaining the same functionality and 
platform integration. 

 

3 Batziou, E., Ioannidis, K., Patras, I., Vrochidis, S., Kompatsiaris, I., "Low-light image enhancement based on U-
Net and Haar", 2023, In Proceedings of the 29th International Conference on Multimedia Modeling (MMM 2023), 
9 - 12 January 2023, Bergen, Norway, DOI: 10.1007/978-3-031-27818-1_42  

https://doi.org/10.1007/978-3-031-27818-1_42
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The output from the speech recognition module, as well as other written messages is then 
passed to the text analysis module, which extracts relevant information from the text and 
provides a structured representation of its content. This feature has been applied during the 
first round of pilot tests to the messages from the Citizen App as well as to the tweets 
previously collected by the crawler. The aim of this is to detect and tag emergency-related 
situations (such as people in danger, blocked or flooded roads, etc.) for the disaster 
management use case, with limited support for the media production use case. In the second 
ǊƻǳƴŘ ƻŦ ǇƛƭƻǘΩǎ ŎƻƴǘŜƴǘ ŦǊƻƳ CƻǳǊ{ǉǳŀǊŜ ǿŀǎ ŀŘŘŜŘ ōȅ ǘƘŜ ŎǊŀǿƭŜǊΣ ǇǊƻǾƛŘƛƴƎ ƳƻǊŜ ƎŜƴŜǊŀƭ 
information about a location, in particular with regard to logistics relevant to media 
production (such as the availability of electrical outlets, internet access, parking spaces, etc.). 
The information extraction module was correspondingly extended to cover the need of the 
media production use cases, while also significantly improving the coverage and quality for 
the disaster management use case. 

 

2.7 Decision Support System  

This component is responsible for the inference techniques that are developed for decision 
support framework in the domains of media production planning and disaster management, 
and semantic content annotation and integration. The main issues addressed in this 
component are two: a) Dealing with probabilistic information coming from the various 
modalities and content retrieved from search. b) Being able to reason efficiently upon a large 
knowledge base. In the first prototype, for the Decision Support System (DSS) component we 
have: i) identified the fields and data that will be needed for decision support, ii) defined a list 
of competency questions regarding the collected data to be used in the ruleset, and iii) 
formulated the first version of the semantic reasoning ruleset (I.e., risk aggregation, citizens-
to-protect, and other). Moreover, for the DSS component we have constructed an information 
retrieval mechanism, which when given a project id, and two timestamps can retrieve 
information that can help the textual generation mechanism and the backend end API. 

The second prototype of the DSS is based on the creation of Points Of Interest (POIs). More 
specifically, when a POI is created or updated, some information from the POI are sent to the 
DSS component, such as the number of affected objects or persons, the type of destruction, 
and the coordinates. Next, the DSS component computes a severity score, based on the 
aforementioned information, in order to add the severity score to the POIs, which have been 
considered related to the message by textual or visual analysis. Along with the severity score 
assigned to POI the DSS creates a danger zone surrounding the POI. More specifically, given 
the coordinates of the POI the DSS creates a bounding box with the POI being the centre of 
the bounding box, if a danger zone does not already exist. In the case a danger zone overlaps 
with the produced bounding box then the existing will be merged with the new danger zone, 
or the existing danger zone will remain unchanged.   

Another functionality of the DSS is to assign tasks to the POIs for the first responders to see. 
More specifically, the DSS sends a message that contains a task to all the POIs existing in a 
specific area, which is inferred from the coordinates of the message, and assigns the task from 
the message to all the POIs in it. If the POIs do not have already a task, then the task is 
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automatically attached to POI, but if the POIs have a task assigned to them, then some 
reasoning between the information in the POI and the information in the message is 
performed in order to see if there will be attached an extra task or the POI will remain 
unchanged. 

2.8 Text generation module  

The text generation module converts structured information from the various analysis 
components (textual, visual, stress, etc.) into human-readable reports or messages. It can be 
used to prepare aggregated documentation as well as status or situation updates or messages. 

For the first prototype, a preliminary version of the text generation module was implemented 
in the context of disaster management domain. Given a project id and two timestamps, the 
module receives the information selected by the DSS component and provides a verbal 
summary in English or Italian of the emergency situations that occurred in that timeframe. The 
generation is performed using the UPF grammar-based generator FORGe (Mille et al. 2019)4, 
which allows for multilingual generation of more or less complex structured data. A detailed 
description of the implementation can be found in ά5оΦсΥ aǳƭǘƛƭƛƴƎǳŀƭ ƛƴŦƻǊƳŀǘƛƻƴ ƎŜƴŜǊŀǘƛƻƴ 
ǘŜŎƘƴƛǉǳŜǎ ǾмέΦ 

For the second prototype, regarding the disaster management use case, the quality of the 
status/situation summaries was improved, and new functionality was implemented to 
generate a title and small description for the POIs created from text and visual analysis 
information. 

Regarding the use case of media production, the module generates a report by organising in 
a coherent and cohesive way the relevant information coming from the data acquisition and 
language analysis modules. This report contains a general overview of the location as well as 
information about the target area such as the usual weather, infrastructure availability (e.g., 
ǊŜǎǘŀǳǊŀƴǘǎΣ ƘƻǘŜƭǎΣ ƘƻǎǇƛǘŀƭǎΣ ǇŀǊƪƛƴƎΣ ƛƴǘŜǊƴŜǘΣ Χύ, etc. As for the disaster management use 
case, POIs with automatically generated titles and descriptions are created based on the 
information extracted from textual sources such as review sites (e.g., FourSquare). 

2.9 Semantic Integration 

The main functionality of the Semantic Integration component is the generation of the 
mappings responsible for directly linking heterogeneous digital evidence including audio, 
video, text, and sensor analysis. In the first prototype, for the semantic integration mechanism 
it was possible to integrate the messages from the other components (i.e., visual, textual, and 
stress level analysis), both for PUC1 and PUC2 requirements. In addition, the knowledge graph 
scheme has been updated to represent all the knowledge needed for PUC1-PUC2. Moreover, 
the semantic integration mechanism has been enriched with an information retrieval 

 

4 Mille, S., Dasiopoulou, S. and Wanner, L., 2019. "A portable grammar-based NLG system for verbalization of 
structured data". In Proceedings of the 34th ACM/SIGAPP Symposium on Applied Computing, pp. 1054-1056, DOI: 

10.1145/3297280.3297571 

https://doi.org/10.1145/3297280.3297571
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mechanism, which when given a project id and two timestamps can retrieve information that 
can help the textual generation mechanism and the backend end API. 

The second prototype of the semantic integration mechanism is mainly about creating or 
updating a POI. More specifically, when a message is received from the textual or the visual 
analysis component, the integration searches for similar POIs, based on location, category, 
and sub-category labels, and if one is found it updates the information in the similar POIs. 
Otherwise, the integration mechanism creates a new POI. The integration mechanism also 
consolidates the textual generation mechanism to create a tittle and a description for the POI, 
by giving some information from the POI to the textual generation mechanism. 

Additionally, every time a new project is created, the knowledge base receives (from the Web 
data collection module) and stores the automatically collected Wikipedia general description 
of the area that the project is located, the emergency numbers, and the legislation for video 
recording and drone usage in public places. 

2.10 3D reconstruction service 

The 3D Reconstruction Service of xR4DRAMA platform is a web application that produces 
photorealistic 3D models from images and/or videos, completely automatically. In the current 
development cycle of the service, the primary purpose is to create 3D models to enhance 
actors' situation awareness on the ground and to facilitate the two use cases of the xR4DRAMA 
platform. Figure 8 show the 3D model that has been reconstructed from drone footage via the 
xR4DRAMA service for the media planning use case. 

 

Figure 8: The 3D reconstructed model of the Venetian fortress in the city of Corfu 
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2.11 Satellite service 

In the xR4DRAMA satellite service, the user can download satellite data by specifying a 
bounding box for the area of interest, a time interval (start and end), and a list of raster types 
(True-Color or/and Multispectral image and Digital Elevation Model). Moreover, satellite data 
can be downloaded for multiple timestamps by defining the parameter. All results are stored 
in the service, so the user makes future search requests. The results are visualised in the 
Authoring tool and the VR application. Figure 9 shows a reconstructed terrain from WorldView 
data. 

 

Figure 9: A terrain model of Vincenza from the WorldView multispectral and DEM data 

2.12 End user tools 

2.12.1 VR and Authoring tool  

The Final prototype of the xR4drama VR and Authoring tool, developed as part of WP4, was 
developed based on the updated requirements from the users concerning and the product 
development, from architecture of the tool to the functionalities and the installation 
requirements. In the following there is a summary of the major updates, described in detail in 
deliverable D4.6. 

1. Updated UI and UX, in particular the menu bar on the left side of the screen to help in 
navigation of various screens. 

2. Integration of Text Generation which uses the data found on the internet to create a 
text which will be helpful to enhance usersΩ ǎƛǘǳŀǘƛƻƴ ŀǿŀǊŜƴŜǎǎΦ 

3. Integration of Satellite Data. 
4. Integration of Flood Maps and forecast models from AAWA Servers, including the data 

coming from various water level sensors.  
5. Integration of Population density Map. 
6. Integration of the new 3D model reconstruction pipeline. 
7. Broadcasting of messages to Citizens (though the Citizen app). 
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8. Integration of Global search for all the POIs and data stored in a project.  
9. Easier way to add files, danger zones, POIs, and Media Content. 
10. Integration of Stress levels coming from the physiological sensors for the disaster 

management use case. 
11. Integration of Visual Analysis results for Images and uploaded content. 
12. Uploading of 3D models to be used in VR AR App to create AR scenes.  

2.12.2 AR App  

The final version of the xR4DRAMA AR app is connected and integrated with the backend and 
the GIS Service and has fulfilled the requirements with specific features and processes within 
the app. The 2D screens of the user interface and the 2D map view of the app were developed 
with fully operating features, such as receiving points of interest (POIs) from the GIS, editing, 
updating, uploading multimedia at POIs, and getting navigation routes that consider danger 
zones. Furthermore, the features related to POIs work in the AR view for enhanced 
visualization and interaction. The accuracy of the outdoor navigation and the pose estimation 
of the user have been improved in this final version using a combined method of visual SLAM 
through AR implementation and GPS localization. The final version also includes an extensive 
and thorough experimentation on object detection using ML, the outcome of which is fully 
integrated into the app as an advanced feature for scene understanding purposes.  

All the new features and functionalities implemented are described in detail in deliverable 
D4.7. Figure 10  presents some screenshots of the Augmented Reality application and Figure 
11 shows screenshots of the AR application while placing digital models from the users on top 
of real world. 

 



D6.4 ς V0.5  

 

 

Page 22 

 

 

 

Figure 10: Indicative screenshots of the Augmented Reality field-task management application 

 

 

Figure 11: Indicative screenshots of the Augmented Reality field-task management application 

2.12.3 Citizen Mobile App  

During the 1st PUC1 Vicenza pilot, the prototype version of the Citizen Awareness app (V1.0) 
was released and tested. The prototype version included the following functionalities: 

¶ Citizen text report creation and submission to the xR4DRAMA platform. 

¶ Citizen audio report creation and submission to the xR4DRAMA platform. 
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¶ Citizen image report creation and submission to the xR4DRAMA platform. 

¶ Automatic attachment of geo location of the user to the submitted reports. 

¶ Situation aware notification system (text alerts) to inform the user regarding the event 

status. 

¶ Inclusion of a first responder mode that connects and organizes the physiological 

signals to the xR4DRAMA database. 

¶ Authentication for first responders. 

¶ Multilingual support (English and Italian). 

Regarding the 2nd PUC1 Vicenza pilot, the final version of the Citizen Awareness app (V2.0.8) 
was released and tested. The final version included all the functionalities reported in the 
prototype version and then the following new functionalities were added: 

¶ Citizen video report creation and submission to the xR4DRAMA platform. 

¶ Improved situation aware notification system (text alerts) including a notification 

centre for text notification archiving and alert for presence of unread notification by 

the user. 

¶ Addition of map showing exact user location. 

¶ Improved situation awareness by showing the registered danger zones from the rest 

of the front-end tools (Authoring tool and AR app) on the map of the application. 

¶ Improved situation awareness by showing all registered disaster management POI 

subcategories (Flood Reports, Risk Areas, Civil Protection, Civil Protection Distribution 

Places, and Safety Areas) on the map of the application. 

The Citizen Awareness app consists of two separate modes one for citizens and one for first 
responders. Figure 12 presents how all the citizen awareness app functionalities related to the 
citizen mode interact with the main actors (citizens and first responders) and the rest of the 
xR4DRAMA tools. Figure 13 illustrates the first responder mode functionalities combined with 
the rest of the xR4DRAMA tools specifically how the app connects with the smart vest and 
streams the physiological data so that they can be analysed and produce the stress levels of 
the first responders. More detailed information about the Citizen Awareness app can be found 
on Section 8 of D5.4 ς άtǊƻǘƻǘȅǇŜǎ ŀƴŘ ƳƻōƛƭŜ ŘŜǾŜƭƻǇƳŜƴǘ Ǿнά. 
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Figure 12: Citizen mode pipelines for PUC 1 

 

 

Figure 13: First responder mode pipelines for PUC1 

 

3 GENERAL APPROACHES 

This chapter discusses the general approaches followed for the setting up and the evaluation 
phase of the project an end-user perspective. These approaches were shared and discussed 
with all the Consortium partners. 
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3.1 Disaster Management 

3.1.1 Approach for the pilot 

The pilot to test and evaluate the final xR4DRAMA system was organized based on the 
following steps, with the active involvement of the end users in each of them: 

- General test of the xR4DRAMA pilot (28th of February -6th of March 2023): this activity 
was intended as pre-test of the technologies of the final system. 

- Training of the end users to the xR4DRAMA technologies (28th of February in AAWA 
headquarters and 2nd of March 2023 in Vicenza municipality): 

- Pilot execution on the 7th and 8th of March 2023: performed by the end-users and 
stakeholders of the flood scenario in Vicenza. 

- Debriefing of the pilot for its evaluation (8th of March 2023 in the afternoon). 

During the phases of the pilot, the following roles had been assigned: 

- Control room operators: they used the Authoring tool to receive forecasts, real time 
monitoring of the outcome of the crisis, to send global alerts to the citizen and to 
establish a bidirectional communication to/from the first responders (equipped with 
the AR app and Smart vests). During the pilot, the participants who played these roles 
remained in the control room. This role was performed by members from the 
Municipality of Vicenza and AAWA. 

- Civil protection volunteer teams: the leader of each of these teams used the 
xR4DRAMA AR app to communicate with the control room, providing incident reports 
(text and/or video, photos) and receiving tasks from the control room to perform; 
during the pilot there were five teams of first responders. This role was performed by 
Vicenza Civil Protection volunteers. 

- Citizens: they used the xR4DRAMA Citizen app to send incident reports (text and/or 
video, photos) and to receive notifications from the control room. During the pilot, the 
ǇŀǊǘƛŎƛǇŀƴǘǎ ǿƘƻ ǇƭŀȅŜŘ ǘƘŜ ǊƻƭŜ ƻŦ Ψ/ƛǘƛȊŜƴΩ ǿŜǊŜ ƭƻŎŀǘŜŘ ƛƴ ǎǇŜŎƛŦƛŎ ŀǊŜŀǎ ƻŦ ǘƘŜ ŎƛǘȅΣ 
according to the storyline. This role was performed by AAWA technicians. 

3.1.2 Approach for the evaluation 

The evaluation of the final system was based on: 

- Observation sheets: these sheets collected the notes taken by the actors in each of the 
three sessions. Each actor was assigned a specific type of role with the aim of taking 
note of each performed task and occurred problems.  

- Feedbacks collected in the debriefing: the debriefing session took place immediately 
after the pilot, where the participants share opinions and provided useful feedback on 
their experience with the xR4DRAMA technology, regarding their roles, on what they 
liked, on difficulties experimented and suggestions of improvement. All contributions 
from end-users were translated by AAWA staff in the presence of the xR4DRAMA 
Consortium. 
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The observation sheets were aimed at guiding end-users in the timely verification of the 
adherence of the xR4DRAMA platform integrating all its modules with the user requirements 
(evaluating in quantitative terms their percentage of completion), focusing on the PUC1-
specific ones.  

A qualitative assessment of the xR4DRAMA has been done by the end-users with the help of 
interviews, hot debriefs and written feedbacks to collect the results in terms of user 
satisfaction about the usefulness of the platform in real-life experiments. The users were 
asked to express their opinion about the usability of the system in real situations, its flexibility 
and efficiency of use, its ability to provide help and documentation, the clearness in visualizing 
the provided information from the system, its general capacity to enhance the situation 
awareness. The end-users group involved a relatively small number, 16 people (6 AAWA 
technicians in the role of citizens; 5 Civil protection volunteers of Vicenza; 5 control room 
operators from AAWA and Vicenza municipality), not including some local reporters who 
followed the activities. The group was highly qualified in disaster management and in risk 
management-related technologies, and with a representation of different ages and genders. 

3.2 Media Production Planning 

3.2.1 Approach for the pilot 

The test of the final xR4DRAMA prototype took place in Berlin and Corfu and followed the 
general approach of the different steps defined at the beginning of the project. 

Step 1 

 

Figure 14: Graph of step 1 in PUC 2  
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Lƴ ǘƘŜ ŦƛǊǎǘ ǎǘŜǇΣ ƻƴƭȅ ǇŜǊǎƻƴƴŜƭ ŀǘ 5²Ωǎ ƘŜŀŘǉǳŀǊǘŜǊǎ ǿŜǊŜ ƛƴǾƻƭǾŜŘΦ Lǘ ǘƻƻƪ ǇƭŀŎŜ ƻƴ CŜōǊǳŀǊȅ 
нл ŀƴŘ нмΣ нлно ŀƴŘ ǿŀǎ ŎŀǊǊƛŜŘ ƻǳǘ ōȅ 5²Ωǎ xR4DRAMA team.  

  

Step 2 

 

Figure 15: Graph of step 2 in PUC 2  

In line with the use case scenario, this step took place on the Greek island of Corfu. Alexander 
tƭŀǳƳΣ ƻƴŜ ƻŦ ǘƘŜ ƳŜƳōŜǊǎ ƻŦ 5²Ωǎ xR4DRAMA-team, took the role of the location scout and 
gathered data and information according to the tasks he received via the AR app. This included 
ǘŀƪƛƴƎ ослϲ ǇƘƻǘƻǎΣ ǎƳŀǊǘǇƘƻƴŜ ǇƘƻǘƻƎǊŀƳƳŜǘǊȅΣ ŀǳŘƛƻ ǊŜŎƻǊŘƛƴƎǎ ŜǘŎ ŀǘ ǾŀǊƛƻǳǎ ǎƛǘŜǎ ƛƴ ǘƘŜ 
old town of Corfu on March 13 and 14. 

Step 3 

 

Figure 16: Graph of step 3 in PUC 2  

 


