XR4DRAMA

Extended Reality For DisasteR management And Media planning
H2020952133

D6.4
Final system evaluation

Dissemination level: Public

Contractual date of delivery: Month 30, 31 April2023

Actual date of delivery: Month 31, 29 May 2023

Work package: WP6:Use cases and system evaluation
Task: T61 Pilot use case specification

T6.2 User requirements
T6.3 Use casenplementation

T6.4 System evaluation

Type: Demonstrator

Approval Status: Final version

Version: v0.5

Number of pages: 89

Filename: D6.4_xR4Drama_FinalEvaluation_20230529 p0f5.
Abstract

This deliverable describes the methodologggcessand results of the evaluation of tHenal
XRADRAMArototype.

The information inthiR 2 OdzY Sy i NBFt SOila 2yfe (KS FdziK2NRa GASsa
may be made of the information contained therein. The information in this document is provided as is and no guard
warranty is given that the informain is fit for any particular purpose. The user thereof uses the information at its sol
and liability.

Pagel



co-funded by the European Union

Page?



D64 ¢ V0.5

History
Version | Date Reason Revised by
v00 11.04.2023 Providinga preliminary ToC Martina Monego
v0.1 21.04.2023 First full versionegarding PUC1 Martina Monego
v0.2 08.05.2023 First full version Martina Monego
v0.3 08.05.2023 Full version revised by DW Alex Primavesi
v04 12.05.2023 Draft for nternalreviewby NURO Martina Monego
V0.5 29.05.2023 Final version Martina Monego
Author list
Organisation | Name Contact Information
AAWA Martina Monego martina.monego@distrettoalpiorientali.it
AAWA Francesco Zaffanella francesco.zaffanella@distrettoalpioriental.it
DW Axel Primavesi axel.primavesi@dw.com
DW Alexander Plaum alexander.plaum@dw.com
SMARTEX Maria Pacelli m.pacell@smartex.it
CERTH Kostas Chatzistavros konschat@iti.gr
CERTH Nefeli Georgakopoulou | nefeli.valeria@iti.gr
CERTH Haralampos chapapadopoulos@iti.gr
Papadopoulos
CERTH Stamatis Samaras sstamatigaiti.qr
CERTH Georgios Tzanetis tzangeor@iti.gr
CERTH Theodora Pistola tpistola@iti.gr
CERTH Vassilis Xefteris vxefteris@iti.gr
uzm Christos Stentoumis christos@up2metric.com
UPF Jens Grivolla jens.grivolla@upf.edu

Page3



mailto:martina.monego@distrettoalpiorientali.it
mailto:francesco.zaffanella@distrettoalpiorientali.it
mailto:axel.primavesi@dw.com
mailto:alexander.plaum@dw.com
mailto:m.pacelli@smartex.it
mailto:konschat@iti.gr
mailto:nefeli.valeria@iti.gr
mailto:chapapadopoulos@iti.gr
mailto:Sstamatis@iti.g
mailto:tzangeor@iti.gr
mailto:tpistola@iti.gr
mailto:vxefteris@iti.gr
mailto:jens.grivolla@upf.edu

D64 ¢ V0.5

Executive Summary

This deliverable describes the evaluation results offthal xRADRAMArototype from the
end user§perspective based on the outcomes of two pilatge@ia planning?Udn Corfu and
Berlin, March 2023anddisaster management PUC\Vitenza/-8 March 2023). During those
occasions, the main stakeholders of the tdevelopeduse cases (media production planning
and disaster management) tested th@4DRAM/Alatform in the context of their scenarios,
providing feedback focused on effectiveness, efficiency,sad satisfaction.

Describing more in detail the contents of this document, the first section of the deliverable
provides a short summary of the functionalities of eatDRAMAoo0I developed for the

final prototype and tested during the pilots.

Then, 6 RSt AQSNI o0t S adlINI& G2 RSAONAGS GKS LI
focusing on the evaluation of thignal systemfrom the perspective of the end users who
participated in the pilots as active players. Feedback from the users wastedllgoth during

the pilots and after. These data had been analysed with the procedure described in the final

part of this deliverable, which provides also the results emerged from the evaluation.
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Abbreviations and Acronyms

AT
AR

DSS
IMUs
POls
PUC
SA
VR
WP
XR

6DoF

Authoring tool

Augmented Reality

is an immevrsive technology vsup(,erimpo§ing Iayersvolc digjtal content iAnto
LIKeaAOlf ¢2NI R U2wdHdeKdenéieg& 0KS dza SN
Decision Support System

Inertial Measurement Units

Points Of Interest

PilotUse Case

Situation Awareness

Virtual Reality

Work Package

Extended Reality

also known as cros®ality and hypereality, is an umbrella term tha
encompasses humamachine interactions generated by computer technolc
with devices omwearables to create real and virtual environments which incl
VR and AR

Six Degrees of Freedom

Page5



D64 ¢ V0.5

Table of Contents

1 INTRODUCTIQN.....cciiiiiiiiiiiiee et s e e e e e e e ttne e e e e eeeseaa e e e e e eeeeessnn e eeenees 9
2  XRADRAMA FINAL SYSTEM.. ..ottt e e eeaeees 9
2.1Data acquisition from Web and Social Media................uuiiiiiiciiiiiiiiiieieeeeeeeeeeeee 9
2.2 Physiological and environmental data acquisition module................cccccvviieneenenn. 10
2.2.1 The physiological data acquisition modul@isaster Management use case.................. 10
2.2.2The environmental data acquisitionodule¢ Disaster Management use case............... 11
2.3Sensor Data Analysis and stress level fuSION...........ccoooiiicieeeeeeeeee, 14
2.4 Audio based stress level detection COMPONENL...........cevvvviiiiiiiiiimieeeeeeee e 15
2.5Visual analysiS COMPONENL..........uuuiiiiiiiiiiiiiiiinr e e enr e 15
2.6 Audio and teXtUal ANAIYSIS. ........uuuiiiiiiie e 16
2.7 DECISION SUPPOIT SYSTBITL.....oiiiiieiieeee ettt e e e e e e e e e e e e e e e eeeees 17
2.8Text generation MOTUIE..........ooo i e 18
2.9SemantiCc INtEGratioN..........covviiiii e 18
2.103D reCONSIIUCTION SEIVICE.....uuvviiiiiiriiiiiiiiiiitinreaeaeeeeeaeaeaaaaeaaaaaeaeesamanssssnnnnnnnnnnnnnnns 19
2.11SAtEIIItE SEIVICE.....cci i e i e e e e e e e e e e e e e e e e e e e e e e e an e 20
2 2 = 1o T ST o To] £ 3PP 20
2.12.1VR and AUthOriNg tOQL........uuveiiiieiieiiieceee e 20
P2 = Y T« NP 21
A G O 4= LY, o] o1 (=30 N o] o 1R 22
3  GENERAL APPROACHES..... . o ittt 24
3.1 Disaster MaNAQEMENL........iiiiiiii e e e e et e et e e e e e e e e s eer e e e et e e e e aaa e e e eaaa s 25
3.1.1 Approach for the PIloL.......cooo i e e e e e e e e e e e e e e e e e e e e e 25
3.1.2 Approach for the evaluation..............oooii e 25
3.2Media ProducCtion Planning............... ettt e 26
3.2.1ApProach for the PIlOL..........oooii i e e e e e e e e e e e e e e e e e 26




D64 ¢ V0.5

3.2.2Approach for the evaluation.................ooo i a e e e e 28
4  DISASTER MANAGEMENT PILOT IN VICENZA. ... 28
4.1 DeSCription Of the SIt.......ccuuiiiii i e e e e e e 28
4.2 A0ENAA OF ACHVILIES ...ceeviiiii e e e e emr e e e e e e e e e e e e e e eeann s 29
T U oY S (0] /PP PRRPPR PPN 31
A ATraNING ACHVITIES .. .euuuiii i i e e e ettt ee e e e e e e e e e emr e e e e e e e e e e b e e e e e e e eerneaeens 31
4.5Pilot Process and OULCOMES......coiiiiiiiiiiiiieeeesierias e e e e e e eeetetis s e e e e e e eeeine e e e e e eeennnnaaeees 33
4.5.1 SESSION 1: UC_Ldimergency ManagemMeNt.........couvviiriiiiiiieeeaeeaaaaaaaaanaaneennassaannnes 33
4.5.2 SESSION 2: UC_2 Information update by First Responders............ccccccoviiiinineeennnnns 34
4.5.3 SESSION 3: UC_3 EMergemAgBIMENT......cccuuuiiieieiiiieeeeeiiiis e e s eeiis e e eeeainseeseenaseesennnnns 34
A.6FINAl SYSIEM SEALUS.....evviiii e e eem e e e e e e e e e e e e e eaane s 36
4.6.1Results of the ODSErvVEIN SNEETS.........coiiiiiiiiiee e 36
4.6.2 Summary of the debriefing activities and feedhack.............ccccvviviiieiiiiiiieieeiieeeceeeeee, 40
4.7 GeNEral @SSESSMENL....ccci i i i e e et e e e e e e eeeenanas 43
5 MEDIA PRODUCTION PLANNING: CORFU DOCUMENTARY.......ccccoiviiiieneeens 44
I I ST ] (0] VTP UPP.
5.2Final implementation of media PiloL............ooouiiiiiiii e 45
5.3AgeNda Of ACHVILIES ......cooiiiiiii e e e e e e e eees 45
5.4 Pilot Process and OUICOMES. .....uuiiiieiiiiiiiiiie et s e e e e e e eeeeenn s e e e e smana e s e e e e eeennnnnnnns 48
5.4.1 Situation Awareness in the final teSt FUN...........eeviiiiiiiiiie e 48
5.4.2 Initial Mode (Situation AWareness LevelL)........c..evvviiiiiiiiiiieeiieee e 49
5.4.3 Enhanced Mode (Situation AWareness LBYE. ...........ooovvviiiiiiiiiiiiiie e 50
5.4.4Immersive Mode (Situation Awareness Level.3) ..o 50
5.5FINaAl SYSIEM STALUS......uuiiiiiii e eane s 52
5.6 SYStEM EVAlUALION......... i 55
5.7 GENEral BSSESSIMEBN......ciiiiiiiiii ettt e e e e e e e e ettba e e e e e eanas 58

Page7



D64 ¢ V0.5

6 FINAL STATUS SYSTEM IN TERMS OF SYSTEM AND GENERAL REQUIREMENTS

7 CONCLUSIONS......ooe e 66
AAPPENDICES. ...t 67
A.1.OBSERVATION SHEET (PUCL) ...ttt m s 67
A.2 INFORMATION SHEET AND CONSENT FORM.(PUCL).......ccoovvrriiimiiiiiniinnnns 12
A.3.PUC 2 QUESTIONNAIRE AND RESULTS........ciiiiiiiii e 82

Pages



D64 ¢ V0.5

1 INTRODUCTION

This deliverable describéke evaluation of the xR4ADRAMiAal prototype. In addition the
deliverable providegn the first part an overview of thdinal systemdescribing the modules

and tools developed and tested in the field, white¢he second parthe concerns about the
implementation of the twilots, PUC1 in Vicenza aRtU@ in Corfuand BerlinThe platform,

in fact,neededto betestedin real life conditions, which had been demonstrated through the
two-xR4DRAMAoilots and evaluated based on the interaction with the technology. This
allowed theconsortiumiéi 2 3+ G KSNJ LINSOA &S FSSRol Ol FyR
prospectiveas resultof the evaluation.

2 XRADRAMAFINAL SYSTEM

2.1 Data acquisition from Web and Social Media

The data acquisition module is a fuflgdged solution that can collect multimedia from
multiple heterogeneous Web and social media resources. It ssearal different techniques
to extract textual and higiguality audievisual content that is freely available on the Internet
and provide it to the xR4ADRAMA platform.

The activities for the first prototype version involved designing the module's architeend
implementing various methodologies for discovering and extracting online content from the
open Web and social media platforms such as Twitter and Youtube. Moreover, a unified data
model, an extension of the SIMM®One, was utilized to represent and store the various types

of multimedia.

In the second development cycle, this module was upgraded so that Twitter platform can be
searched in its entirety using the V2 API. Also, data collection was enriched with mioie onl
sources. Specifically, it now supports retrieval of Wikipedia articles, multimedia from Flickr,
forum threads from Reddit, points of interest from Foursquare and archives from Deutsche
Welle. In addition, this module now supports the integration oftgtles of citizen reports
(text, audio, video, image), which are converted into the SIMMO data model before storage.
SIMMO was modified and further extended in the second dgcteapture the information in

all these new resource types and to retain theligpto store heterogeneous data in a unified
format (as described irDeliverabls D2.2 and D2.5)Lastly, he exposed APIs have been
updated to allow only authorized services to connect using encrypted communications.

1 https://github.com/MKLabITIl/simmo
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2.2 Physiological and environmentalata acquisition module

2.2.1 The physiological data acquisition moduteDisaster Management use case

As a result of the first pilot in Vicenza (PUC1) the wearable sensing platform composed of a
smart vest and a data loggeanl Olj dzA NB LK & aA 2t 23A0Ff aAirdaylrfa
The acquired data are integrated into th®4DRAMA platform using theitizen App, in a
secondary mode intended for First Responders, which collects the physiological data and data
coming from the IMUs (Inertial Measurement Units), integrated on the data logger to detect

the movement of the user's body in retne.

To m&e the smart vest more suitable to be worn under the uniform of Civil Protection
Volunteers, minor changes on the model design have been made. Indeed, the new model
appears more lowcut at the level of the neck and armholes than the initial version of/tre.

Moreover, a selection from several technical fabrics have been done and it was selected a
{SyariaAr@dSt FIONRO Ia AlGa 2Ly K2ySeodz2yo aiN
RAYSyaAirzylt StlradgArAoride YIRS diheddlows forigerfeck LIS NI
freedom of movement. Instead, no further changes have been made to the sensing part which
includes the two textile electrodes and a textile respiratory motion sensor as the sensing
system works properly.

Five tailored systems (4 male and 1 for female) were produced and provided to the team

of Civl Protection volunteers. Furthermore, a new production of data loggers (RUSA device)

has been made upgrading the power consumption management and optimizing signal
filtering.

Figue 1: The new smart vests

The improved wearable sensing platform has been tested during the 2nd pilot held in Viicenza
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Figure2: RR interval extrapolated from the ECG signal, signal qaalitlysis (data recorded during

the pilot)
Sample limits (hh:mm:ss) 09:57:1713:24:41
Sample Analysis Type Single sample
Beat correction Automatic correction
Beats total 18500
Beats corrected 545
Beats corrected (%) 2.94
Effective data length (s) 12444
Effective data length (%) 100

Table 1: ECG signal quality resu

Data acquired have beamnalysedvith a commercial tool for signal analysis, that provides an
automatic filter to remove ECG signal artefa@s.the whole signal with a duration of 3h 22m,

on a total beat detected of 18500 only 545 beats have been corrected, the 2.94% of the whole
signal

2.2.2 Theenvironmentaldata acquisition module; Disaster Management use case

The wearable device to monitor local water pressure was designed and produced. The device
is composed by two small pressure sensors able to detect the local hydrodypassure in

the flooded area in which the first responder operates.

The device is a proof of concept based on the need to assess people's vulnerability with more
accurate data. In fact, in this scenario, the flooded area with adepth of water and a Igin-
velocity of the water flow are considered very dangerous as demonstrate in a2sthdy
describes how human instability can be related to two physical mechanisms: the momentum
(overturning) and friction (slip) instability.

In emergency conditions, thirst responders are called to explore flooded areas for which
the velocity and depth of the water are not easily to estimate, except with a portable
instrumentation.

2 Jonkman, S.N. and E. PennRgwsell (2008), Human Instability in Flood Flows, Journal of the
American Water Resources Association (JAWRA) 44(4)101:10.1111/].17521688.2008.00217.x
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Moreover, to ensure a prompt intervention in an emergency, the operator has to bedteil

in acquiring the required information using instrumentation that is not bulky and is easily
usable The velocity of water flow (V) is obtained from the hydrodynamic pressure values using
the formula shown irFigure 3 Furthermore the depth of water (h) is obtained by fixing the
device at ankle levab fix the height of the device and consequently knthe depth of the
water knowing thewater pull.

person

Faow = 0.5p Cp B hvZ [N]

Figure 3: Correlation between the Watbow Force and Depth of flood water (h) and Velocity of
flood water (v)

The device is waterproof by adding sealing silicone at the level of the closure, having to leave
the device box openable in casésmall changes during the study phase. Indeed, some issues
in data transmission via Bluetooth have been noticed when the device is in the water. To
ensure data transmission for depths greater than 10 cm in water, a flexible antenna has been
integrated.

The wearable pressure system has been tested in the laboratory and an unexpected issue with
the zeropressure reading occurred: each sensor has its offset, and this wasn't indicated

in the data sheet. With the aim to solve this issue, several measurtse the air and in the

water have been made with the aim to find a common calibration curve. The final equation
was entered into the firmware to read the pressure values from the sensors.

Anyway, a calibration phaseustbe carried out before the acqui®n in the water: the device

will be used by acquiring the pressure sensor values on the air for at least 1 minute. The mean
of these values for each channel has to be subtracted with the aim to the detected pressure
values one time the device is in tvater.

The experimental protocol was done by submerging the device in 20 cm of static water and
the pressure values of each channel was compared with the hydrostatic theoretical pressure
value that is calculated by using the Stevin formula iffh, r: density of the liquid, g:
acceleration of gravity, h=depth of water) for h=13 cm.

Pagel2
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Figure 4shows the results: the hydrostatic pressure values of channel 65 (sensor 1, yellow
line) are almost close to the theoretical with an average percentage error of 1.53%; instead
for channel 64sensor 2, red line) the average percentage error is of 4.2%.

Lab Test Hydrostatic Pressure @depth of water h=13 cm
CH 65 pressi 1 #1 —CH 64 press 2#1  ===Theoretical Pressure Value
1400

A

1200

:

8

Hydrostatic pressure [Pa]
B [+)]
8 8

8

0 10 20 30 40 50 60 70

Time [min]

Figure 4: Hydrostatic pressure values of sensor 1 and 2 compared with the thec
hydrostatic pressure value

The wearable pressure device has been tested also in thetfieddaluate its usability and
acceptability, and the results were positive.

In Figure 5 the acquired signals show the behaviour of velocity of water flow measured in
proximityof first responder: sensorl reads the values of water flow in front of the user, instead
the sensor 2 detects velocitn the back direction

Field test with volunteers @ Astichello River
CH 65 press1 ~—CH 64 press2

=]
N
o

0.65 \

footis making small
oscillations

o
g

Velocity of water flow [m/sec]

0.50
6.1 6.2 6.3 6.4 6.5 6.6 6.7 6.8 6.9 7:

Time [min]

Figureb: On the left, the First Responder wears the wearable pressure device; on the right, the
elaborated data show the behaviour of water flewlocity
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2.3Sensor Data Analysis and stress level fusion

The sensobased stress level detection is based on the amalysthe data received from the
smart vest in order to predict the stress levels of first responders in real time. Through the
acquisition of the physiological signals of the first responders from the smart vest and the
corresponding analysis, the strdesels of the first responders can be monitored continuously
in real time. During the'® period ofxR4DRAMA, the module was evaluated using results from
the two pilots.

Results from the < pilot can be seernn Figure 6.In the Figure, each subfigure depicts the
stress over time for one subject, where theaxis istime, and the yaxis is the stress level.
During the P! pilot, the stress levels across all subjects are at medium levels which is a
reasonable result since there was no real stressor.

[t

Figure 6: Stress results over time from ttigpilot

During the 29 phase okR4DRAMA, a fusion module was also developed, which is responsible
for fusing the stress levels results produced from the sensor and audio analysis respectively.
The fusion module was developdd further improve the overall performance of stress
detection by utilizing results from multiple modalities. This fusion module was implemented
in the 2 pilot, which results are presented IFigure 7 Again,from the Figure it can be seen

that during the 29pilot, the stress levels of all subjects were at medium levels since once more
there was no real stressor present during the performance of the pilot.

Pagel4
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Figure 7: Stress results over tifiem the 2" pilot

2.4 Audio based stress level detection component

~ A s oA = 7

Theaudiobaseda 1 NBaa f S@St RSUSOGA2Y O2YLRYySyid LINEBR
of stress based on the recorded audio of their voice. It can be applied to First Responders in

the field (based on radio communication or other audio recordings) or to incomiogeptalls

02N @2A0S YSaal3aSauv FTNRY OAaAlGAT Sya G2 GKS SYS
For prototype 1 an initial version of the audiased stress detection module was integrated

in the platform, receiving audisecordings,and passing its output to the stss fusion
component to produce a stress level estimation combining audio and sensor base detection.

For prototype 2 aecond improved detection model wHgen trained andintegrated with the

fusion componentlt was evaluated independently (with much impex accuracy compared

to the initial iteration) as reported in DBO andused in the second round of pilots in
conjunction with the fusion component.

2.5 Visual analysis component

Duringthe #xwn 5 w! a! Qa LJS NRAS2PRCI1pioRCERYHIhAsidevaldp& the initial
visual analysis pipeline that consists of the following modules:

A Shot Detection (SRetects transitions of video scenes and spits them in proper video
shots to facilitate the next analysis steps.

A Scene Recogioih (SREharacterises the type of the scene depicted in the analysed image
or video shot. In total, 99 scene categories are supported to cover xR4ADRAMA's needs.

A Emergency Classification (End€)ects flood in the analysed image or video shot.

Pagel5



D64 ¢ V0.5

A Photorealisic Style Transfer (PS3)used as are-processingstep for the BOL module.

A Building and Object Localisation (B@icalises buildings, objects and other elements in
AYF3Sa YR @ARS2a yR SyKFIyOS aeadaSyea asSyl
information about the number of people and vehicles that are in danger. This module also
functions as gre-processingi 1 SLJ F2NJ 6§ KS 05 NBO2y aidNHzOGAZ2Y
are sent to 3D reconstruction, while people and vehicles are blurred).

Theinitial versions of the developed modules were integrated into tfi@drsion of the visual
analysis service, which, in turn, was integrated into the xR4DRAMA system (communication
with the KB and the 3D reconstruction service). Finally, the visualssmagrvice has been
adapted in order to receive input from Data Collection (WP2), the citizen application and the
authoring tool. In case there is geolocation information, corresponding poiatsterest
(POls) are created so that we can associate thiaeted information with them.

During the final period of theR4DRAMA project, CERTH adapted the visual analysis service in

order to provide information for the creation/update of POIs. The service was also connected

with the xR4DRAMA authoring tool to arif @ 4SS dzaSNBQ Ay Ldzi O0A Y|l 3 &
Photorealistic Style Transfer (PST) model was designed using Haar wavelet pooling layers
trained on lowlighting image%aiming to enhance the performance of Building and Object
Localisation (BOL) for challenging images of poor lighting and weather conditions. Moreover,

the algorithm for the preprocessing of video frames for the 3D reconstruction was updated,

while the oveall analysis time of the visual analysis service (Scene Recognition, Emergency
Detection, Building and Object Localisation modules) was reduced after some code
modifications. In addition, a new module was added River Overtopping Detection (ROD)

that receives input from static cameras installed at Ponte Degli Angeli (Vincenza). The
deployed algorithm estimates the water level and generates an alert when a threshold is
exceeded. The algorithm runs every 15 minutes. The alert values are the foll@nviigror,

1: Moderate, 2: Severmnd3: Extrem@® 2 KSy (KS | {SeWwié @HEktdseY> | NB
detection of people and vehicles in danger takes place too.

2.6 Audio and textual analysis

The audio and textual analysis component serves to extract and structure relevant information
from audicbased (speech) and written textual content.

For prototype 1, automatic speech recognition was integrated in English and Italian, providing
transcriptsof audio messages sent through the Citizen App. It was successfully tested during
the disaster management pilot in VicenZBhe speech recognition was replaced with a
significantly better model in prototype 2, while maintaining the same functionality and
platform integration.

3 Batziou, E., loannidis, K., Patras, I., Vrochidis, S., Kompatsiaris, {ligtdmage enhancement based on U
Net and Haar", 2023, In Proceedings of the 29th International Conference on Multimedia Modeling (MMM 2023),
9-12 January 2023, Bergen, Norw®01:10.1007/9783-031-278181 42
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The output from the speech recognition module, as well as other written messages is then
passed to the text analysis module, which extracts relevant information from the text and
provides a structured representation of its contefitis feature has beeapplied during the

first round of pilot tests to the messages from the Citizen App as well as to the tweets
previously collected by the crawler. The aim of thisagletect and tag emergeneaglated
situations (such as people in danger, blocked or floodedds, etc) for the disaster
management use case, with limited support for the media production use case. In the second
NREdzy R 2F LIAf230Qa O2yidSyd FTNRBY C2dzNJ ljdzZ NB 41 3
information about a location, in particular thi regard to logistics relevant to media
production (such as the availability of electrical outlets, internet access, parking spaces, etc.).
The information extraction module was correspondingly extended to cover the need of the
media production use casewhile also significantly improving the coverage and quality for
the disaster management use case.

2.7 Decision Support System

This component is responsible for the inference techniques that are developed for decision
support framework in the domains @fiedia production planning and disaster management,
and semantic content annotation and integration. The main issues addressed in this
component are two: a) Dealing with probabilistic information coming from the various
modalities and content retrieved fromearch. b) Being able to reason efficiently upon a large
knowledge base. In the first prototype, for the Decision Support System (DSS) component we
have: i) identified the fields and data that will be needed for decision support, ii) defined a list
of conpetency questions regarding the collected data to be used in the ruleset, and iii)
formulated the first version of the semantic reasoning ruleset (l.e., risk aggregation, citizens
to-protect, and other). Moreover, for the DSS component we have constraatéaformation
retrieval mechanism, which when given a project id, and two timestamps can retrieve
information that can help the textual generation mechanism and the backend end API.

The second prototype of the DSS is based on the creation of Poiirse@fst (POIs)More
specifically, when a POl is created or updated, some information from the POI are sent to the
DSS component, such as the number of affected objects or persons, the type of destruction,
and the coordinates. Next, thBSScomponent compute a severity score, based on the
aforementioned information, in order to add the severity score to the POIls, which have been
considered related to the message by textual or visual analysis. Along with the severity score
assigned to POI the DSS creates rageéa zone surrounding the POI. More specifically, given
the coordinates of the POI the DSS creates a bounding box with the POI being the centre of
the bounding box, if a danger zone does not already exist. In the case a danger zone overlaps
with the produed bounding box then the existing will be merged with the new danger zone,
or the existing danger zone will remain unchanged.

Another functionality of the DSS is to assign tasks to the POlIs for the first responders to see.
More specifically, the DSS send message that contains a task to all the POls existing in a

specific area, which is inferred from the coordinates of the message, and assigns the task from
the message to all the POls in it. If the POIs do not have already a task, then the task is
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automatically attached to POI, but if the POIs have a task assigned to them, then some
reasoning between the information in the POI and the information in the message is

performed in order to see if there will be attached an extra task or the POI will remain

unchanged.

2.8 Text generation module

The text generation module converts structured information from the various analysis
components (textual, visual, stresstc.) into humanreadable reports or messages. It can be
used to prepare aggregatetbcumentation as well as status or situation updates or messages.

For the first prototype, a preliminary version of the text generation module was implemented
in the context of disaster management domain. Given a project id and two timestamps, the
module eceives the information selected by the DSS component and provides a verbal
summary in English or Italian of the emergency situations that occurred in that timeframe. The
generation is performed using the UPF gramibased generator FORGe (Mille et al. 201
which allows for multilingual generation of more or less complex structured data. A detailed
description of the implementation can be founddn5 o ®c Y adzZ GAf Ay 3AdzZt € Ay T
G§SOKYyAljdzSa Owmé

For the second prototype, regarding the disasteanagement use case, the quality of the
status/situation summariesvas improved, and new functionality was implemented to
generat a title and small description for the POls created from text and visual analysis
information.

Regarding the use case of magiroduction, the module generasa report by organising in

a coherent and cohesive way the relevant information coming from the data acquisition and
language analysis moduleBhisreport contairs a general overview of the location as well as
information about the target areauch aghe usualweather, infrastructure availabilite.g.,
NBaGlFdz2NF yGaz K2G4Sft az w2 Adft the disasker mahagphményuse A y i
case, POls with automatically generated titles and descriptions are créetseld on the
information extracted from textual sources such as review sigs [FourSquare).

2.9 Semantic Integration

The main functionality of the Semantic Integration component is the generation of the
mappings responsible for directly linking hetgemeous digital evidence including audio,
video, text, and sensor analysis. In the first prototype, for the semantic integration mechanism
it was possible to integrate the messages from the other components (i.e., visual, textual, and
stress level analygisboth for PUC1 and PUC2 requirements. In addition, the knowledge graph
scheme has been updated to represent all the knowledge needed for-PUC2. Moreover,

the semantic integration mechanism has been enriched with an information retrieval

4 Mille, S., Dasiopoulou, S. and Wanner, L., 2019. "A portable gratmmsad NLG system for verbalization of
structured data". IfProceedings of the 34th ACM/SIGAPP Symposium on Applied Conpuutit@s41056 DOI:
10.1145/3297280.3297571

Pagel8


https://doi.org/10.1145/3297280.3297571

<> D64¢V05

mechanism, with when given a project id and two timestamps can retrieve information that
can help the textual generation mechanism and the backend end API.

The second prototype of the semantic integration mechanism is mainly about creating or
updating a POI. Morspecifically, when a message is received from the textual or the visual
analysis component, the integration searches for similar POIs, based on location, category,
and subcategory labels, and if one is found it updates the information in the similar POls.
Otherwise, the integration mechanism creates a new POI. The integration mechanism also
consolidates the textual generation mechanism to create a tittle and a description for the POI,
by giving some information from the POI to the textual generation meisinan

Additionally, every time a new project is created, the knowledge base receives (from the Web
data collection module) and stores the automatically collected Wikipedia general description
of the area that the project is located, the emergency numbensl the legislation for video
recording and drone usage in public places.

2.103Dreconstructionservice

The 3D Reconstruction Service of XR4ADRAMA platform is a web application that produces
photorealistic 3D models from images and/or videos, completelgratically. In the current
development cycle of the service, the primary purpose is to create 3D models to enhance
actors' situation awareness on the ground and to facilitate the two use cases of the xR4ADRAMA
platform. Figure &how the3D model that has been reconstructed from drone footage via the
XR4DRAMA service for the media planning use case.

Figure 8: The 3D reconstructed modettod Venetian fortress in the city of Corfu
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2.11 Satelliteservice

In the xRADRAMAsatellite service the user can download satellite data by specifying a
bounding box for the area of interest, a time interval (s&@ntd end), and a list of raster types
(TrueColor or/fand Multispectral image and Digital Elevation Model). Moreover, satellite data
can be downloaded for multiple timestamps by defining the parameter. All results are stored
in the service,so the user makes future search requests. The results are visualised in the
Authoring tool and the VRpplication.Figure 3hows a reconstructetérrain from WorldView

data.

Figure 9: A terrain model of Vincenzarfr the WorldView multispectral and DEM data
2.12 End usetools

2.12.1 VRand Authoring tool

The Final prototype of theRddrama VR and Authoring tool, developed as pat\i4 was
developed based othe updated requirements from the users concerning and the product
development, from architecture of the tool to the functionalities and the installation
requirements In the followingthere is a summary dhe major updatesdescribedn detailin
deliverable D4.6.

1. Updated Ul and UXn particularthe menu bar on the left side of the screen to help in
navigation of various screens

2. Integration of Text Generation which ustee data found on the internet to create a
text which will be helpfuto enhanceuser®) aA G dzr GA2Yy | g1 NBySaao

3. Integration of Satellite Data

4. Integration of Flood Maps and forecast models from AAWA Sermvetading the data
coming from variousvater levelsensors.

5. Integration of PopulationlensityMap.

6. Integration of the new 3D model reconstruction pipeline

7. Broadcasng ofmessages to Citizerfghough the Citizen app).
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8. Integration of Global seardor all the POIs and data stor@aa project.

9. Easier wayo add files, danger zoneBOlsand Media Content

10.Integration of Stress levels coming from the physiological sensors for the disaster
management use case.

11.Integration of Visual Analysis results for Images and uploaded content

12.Uploadng of 3D models tde used iVRAR Appo create AR scenes.

2.12.2 AR App

The final version of theRADRAMAR app is connecteshd integrated with the backend and

the GIS Service and has fulfilled the requirements with specific features and processes within
the app. The 2D screens of the user interface and the 2D map view of the app were developed
with fully operating features,.gh as receiving points of interest (POIs) from the GIS, editing,
updating, uploading multimedia at POls, and getting navigation routes that consider danger
zones. Furthermore, the features related to PQisrk in the AR viewfor enhanced
visualization andhteraction The accuracy of the outdoor navigation and the pose estimation

of the user have been improved in this final version usicgrabinedmethod of visualSLAM
through ARmplementation and GPS localizatioFhe final version also includes an exdwe

and thorough experimentation on object detectiasing ML the outcome of which is fully
integrated into the app as an advanced feature for scene understanding purposes.

All the new features and functionalities implemented are describedetail in deliverable
D4.7 Figure 10presentssome screenshots of the Augmented Reality applicatiod Figure
11shows screenshots of the AR application while placing digital modelgfi@oses on top

of real wald.
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Figure 10: Indicative screenshots of thegmented Reality fiekthsk management application

Figure 11: Indicative screenshots of thegmented Reality fiekthsk management application
2.12.3 Citizen Mobile App

During thelst PUC1Vicenza pilot, the prototype version of the Citizen Awareness app (V1.0)
was released and tested. The prototype version included the following functionalities:

1 Citizen text report creation and submission to the xR4DRAMA platform.
1 Citizen audio report créemn and submission to the xR4DRAMA platform.
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1 Citizen image report creation and submission to the xR4DRAMA platform.

Automatic attachment of geo location of the user to the submitted reports.

1 Situation aware notification system (text alerts) to inform theer regarding the event
status.

1 Inclusion of a first responder mode that connects and organizes the physiological
signals to the xR4ADRAMA database.

1 Authentication for first responders.

1 Multilingual support (English and Italian).

=

Regarding the ® PUC1 Vienza pilot, the final version of the Citizen Awareness app (V2.0.8)
was released and tested. The final version included all the functionalities reported in the
prototype version and then the following new functionalities were added:

1 Citizen video report eation and submission to the xR4DRAMA platform.

1 Improved situation aware notification system (text alerts) including a notification
centre for text notification archiving and alert for presence of unread notification by
the user.

1 Addition of map showing ext user location.

1 Improved situation awareness by showing the registered danger zones from the rest
of the front-end tools (Authoring tool and AR app) on the map of the application.

1 Improved situation awareness by showing all registered disast@nagement POI
subcategories (Flood Reports, Risk Areas, Civil Protection, Civil Protection Distribution
Places, and Safety Areas) on the map of the application.

The Citizen Awareness app consists of two separate modes one for citizens and one for first
respondersFigure 12resentshow all the citizen awareness app functionalities related to the
citizen mode interact with the main actors (citizens and first responders) and the rest of the
XR4DRAMA toal§igure 13llustratesthe first responder mode functionalities combined with

the rest of the xR4ADRAMA tools specifically how the app connects with the sesirand

streams the physiological data so that they can be analysed and produce the stress levels of
the first responders. More detailed information about the Citizen Awareness app can be found

on Section8of D544t NRPG20G@81LISEA YR Y20AftS RS@GSt2LIVSy
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Figure 13: First responder mode pipekrfer PUC1

3 GENERAL APPROACHES

This chapter discusses the general approaches followedésétting up and the evaluation
phase of the projecan enduser perspective. These approaches were shared and discussed

with all the Consortium partners.
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3.1Disaster Management

3.1.1Approach for the pilot

The pilot to test and evaluate th&nal xR4ADRMA systemwas organized based on the
following steps, with the active involvement of tead usersn each of them:

- General test of the xRADRAMA pild8th of February-6" of March2023): this activity
was intended as preest of the technologie®f the finalsystem

- Training of the end users to the xR4ADRAMA technolog@@&tb ©f Februaryin AAWA
headquartersand 29 of March 2023n Vicenza municipality):

- Pilot execution on the’™ and 8" of March 2023: performed by the endisers and
stakeholders of the flood scenariio Vicenza

- Debriefing of the pilot for its evaluatio®{ of March 2023 in the afternoon).
During the phases of the pilot, tHellowing roles had been assigned:

- Control room operatorsthey used the Authoring tool to receive forecasts, real time
monitoring of the outcome of the crisis, to send global alerts to the citizen and to
establish a bidirectional communication to/frorhé first responders (equipped with
the AR apm@mand Smart ves)s During the pilot, the participants who played these roles
remained in the control room. This role was performed by members from the
Municipality of Vicenza andAWA.

- Civil protection volunter teams the leader of each of these teams used the
XR4DRAMA AR app to communicate with the control room, providing incident reports
(text and/or video, photos) and receiving tasks from the control room to perform;
during the pilot there werdive teams d first responders. This role was performed by
Vicenza Civil Protectiorolunteers

- Citizens they used the xR4ADRAMZitizenapp to send incident reports (text and/or
video, photos) and to receive natifications from tbentrol room During the pilot, the
LI NOAOALI yiGa ¢K2 LIIF@SR GKS NBEtS 2F W/ AGA
according to the storyline. Thisleowas performed by AAW#&chnicians

3.1.2Approach for theevaluation

The evaluation of thénal systemwas based on:

- Observation sheetghese sheets collected the notes taken by the actors in each of the
three sessions. Each actor was assignsgexific type of role with the aim of taking
note of each performed tasknd occurred problems.

- Feedbackollected in the debriefing: the debriefing session took place immediately
after the pilot, where the participants share opinions and provided usetdback on
their experience with thekR4DRAMAechnology, regarding their roles, on what they
liked, on difficulties experimented and suggestions of improvement. All contributions
from endusers were translated by AAWA staff in the presence ofXREDRNA
Consortium.
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The observation sheets were aimed at guiding -eisdrs in the timely verification of the
adherence of the xR4ADRAMA platform integrating all its modules with the user requirements
(evaluating in quantitative terms their percentage of compma), focusing on the PUC1
specific ones.

A qualitative assessment of thdR4ADRAMA has been done by the ers#rs with the help of
interviews, hot debriefs and written feedbacks to collect the results in terms of user
satisfaction about the usefulness diig platform in realife experiments. The users were
asked to express their opinion about the usability of the system in real situations, its flexibility
and efficiency of use, its ability to provide help and documentation, the clearness in visualizing
the provided information from the system, its general capacity to enhance the situation
awareness. The endsers group involved a relatively small number, 16 people (6 AAWA
technicians in the role of citizen§; Civil protection volunteers of Vicenza; 5 cahtroom
operators from AAWA and Vicenza municipality), not including some local reporters who
followed the activities. The group was highly qualified in disaster management and in risk
managementrelated technologies, and with a representation of differages and genders.

3.2Media Production Planning

3.2.1Approach for the pilot

The test of the finakR4ADRAMA prototype took place in Berlin and Corfu and followed the
general approach of the different steps defined at the beginning of the project.

Step 1

Headquarters

AN _
§9\Q@ g query
H H || ﬁ ‘ System
result
performs
Control Room SRADRAMA w internal query
Producers in interface
Charge I § .

XR4DRAMA
System

) o

automated search automated search
in proprietary in open access
databases databases

Figure 14: Graph of step 1 in PUC 2
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Step 2

Figure 15: Graph of step 2 in PUC 2

In line with the use case scenario, this step took place on the Greek island of Corfu. Alexander
tf1dzyYz 2yS 27F (i REDRANGACaMSIOLE therdle obtiie &ation scout and
gathered data and information according to the tasks he receivede@&R app. This included

GF1Ay3 ocnc LK2:G24aT aYFINILK2yS LK2G23INI YYSGN
old town of Corfu on March 13 and 14.

Step 3

Figure 16: Graph of step 3 in PUC 2
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